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Swarm Optimization based Finite Mixtures of Logistic Distribution. 

Abstract: 

Most density estimation techniques attempt to approximate the Probability Density 

Function (PDF), which is then summed or integrated to yield the Cumulative Distribution 

Function (CDF). As a result, in most cases, a closed-form expression for the CDF cannot be 

obtained. This research addresses this issue by a data-driven approximation of the Cumulative 

Distribution Function using the Finite Mixtures of the Cumulative Distribution Function of 

Logistic distribution. It is not possible to solve the logistic mixture model using the Maximum 

likelihood method, hence the mixture model is modelled to approximate the empirical 

cumulative distribution function using the computational intelligence algorithms. The 

Probability Density Function is obtained by differentiating the estimate of the Cumulative 

Distribution Function. The proposed technique estimates the Cumulative Distribution Function 

of different benchmark distributions.  

The performance of the proposed technique is compared with the state-of-the-art kernel 

density estimator and the Gaussian Mixture Model. Experimental results on κ−μ distribution 

show that the proposed technique performs equally well in estimating the probability density 

function. In contrast, the proposed technique outperforms in estimating the cumulative 

distribution function. Also, it is evident that the proposed technique outperforms the state-of-

the-art Gaussian Mixture model and kernel density estimation techniques with less training 

data. 
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