Tt
(2

P

TPy 2
achine intelligence A-T-P)C3-0-9¢._ 3
Patiern Recognition and Mac

COURSE OBJECTIVE smatical approach for er
. The subiccll aims 1o make the students 0 understand the mathem ppro: pattern
recognition. B
COURSE CONTENT o sision theory - [nformation theory - The beta
Polynomial curve fitting - The curse ofdimens1pnallly - Deusn(‘)  fornily: Maximum likefihood s.g
distribution - Dirichlet distribution-Gaussian distribullon'-The exponer ' Neares-t eiglibout mefhads
sufficient statistics -Non-parametric method: kernel-density estimators . :

. : ; ic - regression - Bi i
Linear models for regression and classification: Linear basis fupctlon m'odel’s f<l)_l FC:‘ZSE CC; iminaé:i \;a“?m-e
decomposition-Bayesian linear regression-Discriminant functions - Fisher’s line nalysis

(LDA) - Principal Component Analysis (PCA) - Probabilistic generative model - Probabilistic
discriminative model.

Kernel methods: Dual representations-Constructing. kernels-Radial basis function networks-Gaussian

process-Maximum margin classifier (Support Vector Machine) —Relevance Vector Machines-Kernel-PCA,
Kernel-LDA.

Mixture models: K-means clustering - Mixtures of Gaussian - Expectation-Maximization algorithm-
Sequential models: Markov model, Hidden-Markov Model (HMM) - Linear Dynamical Systems (LDS).

Neural networks: Feed- forward Network functions-Network training - Error Back propagation - The
Hessian Matrix - Regularization in Neural Network - Mixture density networks — Bayesian Neural
Networks :

Text Books

1. C.M Bishop,"Pattern recognition and machine leaming”,Springer,2006

Reference Books . ‘
1. P.A.Devijer&J Kittler, “Pattern Recognition-A Statistical Approach™ , Prentice
2.

R Schalkoff, “Pattern Recognition —Statistical, Structural and
1992.

JLTou&R.C.Gonzalez,” Pattern Recognition Priciples”, Addition —Wesléy 1977.

—Hall, 1990.

Neural Approaches”, John Wiley,
3

COURSE OUTCOMES
Students are able to g

' CO1: sumrr_na_rizé the various techniques involved in pattern recognition
CO2: identify the suitable pattern recognition techniques for the particular applications

CO3: categori‘zc the var.ious. pattern recognition techniques into supervised and u ised
CO4: summarize the mixture models based pattern recognition techniques pensee

CO5: summarize the artificial neural network based pattern recognition techniq
: ues
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